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Cryptographic functions, such as those used for encryption, digital signatures, and hashing, are implemented as electronic circuits for a wide class of applications. In practice, it is important to be able to reduce the size and depth of these circuits. Size impacts energy consumption and power requirements. Depth largely determines the speed at which the functions are evaluated by the circuit. This reduction problem is closely related to designing small (and low-depth) combinational circuits, which contain only logical gates (i.e. no registers are used, and there is no clock). The figure below shows one such circuit, for performing inversion in GF(24).
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Figure 1: Inversion in GF(24)
Finding optimal combinational circuits is MAX-SNP Complete. In practice, this means that it is necessary to settle for methods that design “good” circuits, as opposed to provably optimal circuits. The CTG CSD has developed and implemented new solutions for the circuit-minimization problem. There is a tradeoff between size and depth of circuits. Heuristics that do well with respect to one of these metrics tend to do so at the expense of the other one. In cooperation with colleagues at the University of Southern Denmark, the CSDCTG developed a new heuristic that simultaneously reduces size and depth. 
[bookmark: _GoBack]The CSDCTG is also researching circuit-based security metrics for cryptographic functions. For a function to be secure (in particular, one-way), it must be the case that any circuit that implements it is sufficiently complex. In particular, a function is insecure if it can be implemented by a circuit containing too few Boolean AND gates. This security metric — the number of AND gates necessary and sufficient to implement a function — is called multiplicative complexity. Unfortunately, determining multiplicative complexity is extremely hard. In previous years, the CSDCTG was able to determine the multiplicative complexity of all Boolean functions on up to 5 input bits. This year we were able to do the same for all functions on 6 inputs (there are 264 such functions). We were able to exhibit specific functions on n bits which are impossible to calculate with fewer than n AND gates. Also as a result of this classification, we were able to determine the multiplicative complexity of the symmetric function (8,4). These problems had remained open for many years.
Secure multi-party computation is a technique that allows a group of people to compute a function of their inputs without revealing the inputs themselves. Examples of this are: i) holding an election; ii) conducting closed-bid auctions in which only the winning bid is determined; iii) proving to a third party that a person’s encrypted attributes satisfy some requirement, such as “over 21 and (U.S. citizen or Canadian citizen)”. The protocols that solve secure multi-party computation problems often encrypt bits using arithmetic modulo 2. The complexity of such protocols largely depends on the number of multiplications required. Hence, expressing functions as circuit with only a few multiplication (AND) gates is important. Some of the circuits we published are now a standard reference for benchmarking of secure multi-party computation protocols.
The results on circuit size & depth and on multiplicative complexity were presented at the 2nd International Workshop on Boolean Functions and their Applications (Bergen, Norway). Circuits are periodically posted at https://csrc.nist.gov/Projects/Circuit-Complexity/Circuit-Problems.
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